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1  Corresponding Author, bezell.odu.edu, 757.831.3632, www.vmasc.odu.eduTThis paper is a result of a cyber risk assessment undertaken with the goal of 
increasing the cyber awareness of operators of infrastructure, managers, and 
political leadership.  The meaning of cyber has, in our opinion, been aggregated 

to a bumper sticker label so generic, it means very little of anything to anyone trying 
to understand cyber risk.  Senior executives and political leaders have a very limited 
understanding of industrial control systems (ICS) and the crucial role ICS provide to 
public/private infrastructure, industry, and military systems.  Therefore, to accomplish our 
purpose, we conducted a cyber-risk study focusing on a bridge tunnel ICS – a scenario of 
concern.  In this paper we present the analytic approach, discuss our model, simulation, 
and analyze the results using a notational data and generic system description.  As a result 
of this study we were able to discuss the importance of controls systems with senior 
leaders.  We were able to demystify what we mean by “cyber” showing that it is possible 
through simulation to inject the effects of cyber scenarios of concern into simulations to 
assess impact.  There was also an unintended benefit:  During a system audit, ICS operators 
with decades of engineering experiences began to realize that the ICS is vulnerable to 
willful intrusion.  More of these studies are needed to raise awareness.

Introduction

The rapid growth of information technology and increased 
interconnectivity has led to increased efficiency and 
functionality for transportation infrastructure. However, 
it has also significantly increased the risk to the cyber 
systems essential to the safe and continuous operation of 
the Commonwealth’s transportation infrastructure.  There 
is increasing concern among both government officials and 
industry experts regarding the potential for a cyber-attack on 
a national critical infrastructure via industrial control systems. 
Experts believe that ICS are more vulnerable today than in 
the past due to the increased standardization of technologies, 
the increased connectivity of ICS to other computer networks 
and the Internet, insecure connections, and the widespread 
availability of technical information about control systems 
(Wilshusen, 2012). Reported attacks and unintentional 
incidents involving control systems demonstrate that a serious 
attack could be devastating (Weiss, 2010).

ICSs are used to monitor, operate, and control major 
industrial systems including power production, power 
transmission and distribution, water and wastewater 
control, and transportation systems such as the bridge 
tunnel systems (Boyer, 1999).  These systems are connected 
through a communications network that can include physical 
cable connection, radio signals, microwave, satellites, or 
connection through the Internet over LAN and WAN.  As 
ICSs have evolved, they have increasingly embraced open 
forms of communication and are therefore vulnerable to 
many of the same threats as any typical corporate TCP/IP 
based communication system.   In a typical ICS, there is very 
little authentication of the origin of the signals.  A properly 
encoded transmission is usually accepted by the supervisor 
station and remote units without verification.  If an attacker 
were able to access the ICS communications network for 
instance, they would be able to send deceptive signals to 
disrupt normal transportation operations by overriding fail-

Journal of Cyber Security and Information Systems 1-4 October 2013: Understanding Cyber Risks and Security Management2



safes in systems and cause severe infrastructure disruption 
and extensive downtime (Weiss, 2007).   

Consequences of disruption of these critical infrastructures 
is not constrained to owners and operators, but can have a 
substantial impact on the rest of the community.  Disruption 
of power, contamination of water supplies, and the breakdown 
of a transportation network can all have far reaching economic, 
social, and even human impacts to the entire region by 
disrupting businesses, creating widespread unrest, and creating 
illnesses and injuries.  To date, there have been four control 
systems cyber incidents in the US that resulted in fatalities, 
three major cyber-related electric outages, and two nuclear 
plants shutdown from full power. Cyber incidents have 
impacted water, electric, manufacturing, transportation, and 
pipelines.

To address a situation described above we conducted a 
risk assessment.  Risk assessment answers three questions: 
what can go wrong; what is the likelihood; what are the 
consequences (Kaplan and Garrick, 1981)?  In this paper, we 
define risk as potential for an unwanted outcome resulting 
from an incident, event, or occurrence, as determined by 
its likelihood and the associated consequences (DHS Risk 
Lexicon, 2010).  Conceptually, we model risk as the triplet 
of threat, vulnerability, and consequence.  Mathematically, 
we calculate risk by multiplying the probability of an attack 
P(A), the probability of success, given an attack P(S|A), and the 
associate consequences, C.  Equation (1), then, is a common 
expression of homeland security risk (Ezell et al., 2010).

Risk=P(A)×P(S|A)×C                (1)

This probabilistic relationship has been used by DHS since 
2005 and has been shown to be a useful first-order indicator 
of terrorism risk as the expected consequences (loss of lives, 
economic losses, psychological impacts, etc.) against which the 
benefit of existing or potential terrorism strategies, policies, 
and countermeasures can be evaluated and estimated (Ezell 
et al., 2010).  However, Parnell et al. (2008) and others 
have been critical of the model in dealing with an intelligent 
adaptive adversary.  In this probabilistic framework, the attack 
probabilities P(A) in Equation (1) are for the most part agreed 
to be the most challenging to estimate.  Quantifying P(A) 
requires knowledge, data, or modeling about the motivations, 
intent, and capabilities of terrorists (largely the domain of 
the intelligence community), in addition to -- or instead 
of --knowledge about historical attacks and their relevance 
to current risk.  Our analytic approach detailed in the next 

section addresses adversary behavior by including system audit 
and red team assessment to design an intelligent attack vector 
as one would expect a serious adversary to do.

CYBER RISK TO TRANSPORTATION INDUSTRIAL 
CONTROL SYSTEMS (CONT.)

Figure 1. ICS Risk Analytic Methodology

Analytic Approach

Figure 1 depicts the six step analytic methodology we 
employed.  The process began in step one Audit System, when 
we met with a transportation planning organization to assess 
the regional impact of cyber-attack on a tunnel system that 
resulted in a complete and extended (at least eight hours) 
closing.  To accomplish this, we conducted site visits to the 
tunnel system to interview key stakeholders and learn about 
the ICS, workforce, and the physical tunnel system (step two).  
As a result of these visits, we concluded that for the tunnel 
system, a Stuxnet-styled attack through the ICS USB thumb 
drives was a scenario of common concern (step three).  In 
step four we developed a model to estimate the likelihood of 
the scenario and the system consequences.  Following this, we 
injected the effects of the cyber-attack into the transportation 
model to simulate the regional impact (step 5) and analyzed 
the results (step 6).

Stuxnet Cyber-Attack on a Tunnel’s ICS

In this section we describe the scenario narrative.  Second, 
we discuss the event tree model to estimate the likelihood 
of attack, followed by the transportation model to assess 
the regional impact.  The final section concludes with a 
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summary of the risk. For the tunnel scenario we chose to use 
a Stuxnet-style of attack that would be installed on the system 
unknowingly by one of the ICS operators through a USB file 
transfer.  The motivation and intent behind the operator’s 
actions are not part of the scenario.  Obtaining the virus 
could occur in many places, i.e. conferences, tradeshows. It 
is however, an action that is similar to those of a disgruntled 
employee, trusted insider, or one bribed by an external threat.  
It is also important to note that because of the nature of the 
analysis, all of the data is notional and the details of the model 
are generic.  

wait until sensors logged a heavy rain day and at that time, 
the virus would activate and cycle equipment off and on.  
Using a Confiker, the virus would mask the operator’s monitor 
from the actual logged data.  Based on recent similar attacks, 
forensics after the attack and damage would occur weeks later.

Estimating the Likelihood of Attack

Figure 3.  Events A-M: Tunnel Damage to Equipment vs. Likelihood 
Estimates

To model the attack, we developed an event tree using the 
incident chain shown in Figure 2. Each event (or node) is 
color coded red to indicate attack steps, or blue to indicate 
tunnel system actions.  At each node in the tree, there was 
two-way branch split for yes/no or success/failure pairings.  
Event trees inductively model the sequences of events that 
lead to consequences.   Event trees models work by assigning 
probabilities to branches to represent the likelihood for the 
correct value for each branch.  Probabilities are assessed 
conditionally on the assumption that all the branches 
leading to that node represent the true state of the preceding 
parameters.  Because they are conditional probabilities for 
an assumed mutually exclusive and collectively exhaustive 
set of values, the sum of the conditional probabilities at each 
node is one1.

Mr. Joe Weiss, the project team’s cyber consultant, provided 
probability estimates for each step2.  For the probability 
estimate, we elicited a minimum, most likely, and max value 
to account for uncertainty.  Using Oracle’s Crystal Ball 
simulation software, we simulated the attack in the event tree.  
For the simulation, we assumed the Stuxnet style attack was 
1  For more information on event tree modeling, see Ezell et al. Probabilistic Risk 
Analysis and Terrorism Risk, Risk Analysis, Vol. 30, No. 4, 2010 (http://www.dhs.
gov/xlibrary/assets/rma-risk-assessment-technical-publication.pdf )
2  Joseph Weiss is an industry expert on control systems and electronic security 
of control systems, with more than 35 years of experience in the energy industry. 
He has conducted numerous SCADA system vulnerability assessments, taught 
numerous SCADA security short courses, given several university lectures, and au-
thored the book- Protecting Industrial Control Systems from Electronic Threats.

CYBER RISK TO TRANSPORTATION INDUSTRIAL 
CONTROL SYSTEMS (CONT.)

Figure 2 Incident Chain to Assess Scenario Likelihood

Notional ICS Description
The Tunnel ICS is an off-network system, meaning the ICS 
is not connected to the Internet or a part of the office LAN.  
All the program logic controllers (PLC) are hardwired to the 
system and at no point is the system connected to the Internet.  
Program changes and updates are pushed through using USB 
transfer from control system engineer to the SCADA system.  

Red team attack vector and plausible scenario was described in 
the following way.  A control system engineer doing scheduled 
maintenance on the control system placed all the upgrade files 
and program changes on his USB device that he uses for all 
of his daily work.  A virus from his computer made its way 
to the USB device he was using.  Because no malware checks 
were conducted on the USB drive prior to mounting it to the 
control system servers, the malware made its way to the ICS 
system without detection.

Once the virus was on the system it went live, going 
throughout the control system network, corrupting program 
files, changing file types and causing disruptions on the HMI 
user screen.  After several weeks no major disruptions occurred 
and the virus was still undetected. The virus was designed to 
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initiated.  The results of the simulation indicate that six paths 
through the event tree resulted in tunnel damage to pumps 
and fans as shown in Table 1.  Figure 3 shows the uncertainty 
associated with likelihood estimates for each probability path 
(event) in the tree.  For instance, Event C is the most likely 
event leading to tunnel damage.

Table 1.   Event Probabilities for Paths in the Event Tree Model

Tunnel Damage to Pumps and Fans
A B C D E F

No Damage to Pumps or Fans
G H I J K L M

Consequences: Regional Impact of Tunnel 
Closure
The notional tunnel complex (Tunnel A) in this scenario is 
5 miles long and enables vehicles using a highway system to 
traverse through the region.  It serves as the major crossing 
between the northern and southern sectors of a major 
metropolitan area. A second tunnel complex (Tunnel B) serves 
a similar function located on the western side of the region 
between the north and south side.

The northern sector was simulated as having a population of 
approximately 400,000 and the southern sector a population 
of approximately 800,000.  In addition to its higher 
population, the south side has a high proportion of the region’s 
employment.  The composition of the region’s economy 
results in significant weekday peak period traffic flows from 
north to south in the morning and from south to north in 
the evening.  Approximately 200,000 vehicles cross Tunnel 
A and Tunnel B daily in the region with Tunnel A serving a 
higher proportion.  Daily traffic volumes across the Tunnel 
A exceed 90,000 vehicles. Peak period demand at Tunnel A 
exceeds 4,500 vehicles per hour, significantly greater than 
the typical maximum highway capacity simulated of 4,000 
vehicles per hour.

Traffic was simulated for a nine-hour period, beginning one 
hour prior to the AM peak period and continuing until just 
prior to the expected start of the PM peak period.  The one-
hour of simulation prior to the AM peak period was used 
as a warm up period in order to fulfill the assumption that 
the road network would be populated when the simulation 
begins.  Both the northbound and southbound tubes of the 
tunnel complex were simulated to be closed without warning 
due to flooding beginning at 7 AM as a result of the cyber-

attack simulated.  Identification and correction of the cause 
of flooding and restoration of traffic flow was simulated 
to require more time than available between morning and 
evening peak periods.

Simulation Testing

The tunnel scenario was simulated using Cube Avenue®, a 
mesoscopic traffic simulation.  A mesoscopic simulation 
was selected for testing because it allowed assessing results 
in sufficient detail while allowing the high total number of 
vehicles over a regional network to be simulated in each run 
(over 1 million vehicle trips).  Mesoscopic simulations model 
vehicles in packets with the number of vehicles included 
in each packet assigned by the user after considering the 
intended purpose.  For these tests, 10 vehicles were included 
in each packet.  The mesoscopic simulation allows dynamic 
loading of vehicles and better representation of peak period 
conditions.  Figure 4 shows the rates of vehicle loading over 
the tested period.

Figure 4.   Demand Curves used for the Peak Period Mesoscopic 
Model

Simulations were initially run to establish and measure 
network conditions in a typical peak period.   Each simulation 
run used to represent typical conditions were run for 10 
iterations to approximate equilibrium conditions.  Simulations 
were then run to simulate the hacked scenario with the 
network modified by closing the tunnel one hour into the 
simulation.  This timing meant that some vehicles would 
have chosen their commute path prior to the closing and 
traveled far enough to prevent them from being able to adjust 
their route when congestion related to the closure became 
apparent.  Simulations for the cyber-attack scenario were run 
for 7 iterations.  Reducing the number of iterations allowed 
the simulation to appropriately model vehicles not having 
prior knowledge of the tunnel hacking.  This resulted in the 
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simulation allowing some vehicles to reroute because of the 
attack, but still model the confusion of vehicles attempting 
to travel across the tunnel without prior knowledge of the 
tunnel being shut down.

Intelligent Transportation Systems (ITS) could be used in a 
similar real world scenario to warn travelers or suggest alternate 
routes of the closure, but were not simulated in the scenario 
since most commuters would have begun travel or selected 
their routes prior to tunnel closure and ITS was unlikely to 
significantly reduce the severity of results.  No accidents or 
incidents were simulated at any location.  Metrics included 
in testing included:

• Total vehicle travel times for vehicles from the north 
to south

• Total vehicle travel times for all vehicles in region
• Total vehicle volumes across each major water crossing
• Queues remaining at the end of the simulation

Table 2 provides average results for the typical and hacked 
scenarios of vehicle packets with origins and destinations for 
trips that utilized Tunnel A during typical conditions. Table 
3 provides total system averages of all packets in the system, 
not just packets that used the tunnel.  Thirty simulation runs 
were made for each case, each with different random seed 
values.  As can be seen in Table 2, the average travel time 
for the vehicle packets traveling over the tunnel increased 
from 54.5 minutes to 170.9 minutes because vehicles in the 
hacked case were forced to reroute resulting in congestion of 
the alternate crossings.  This results in an increase of 214% 
in average travel time.  Table 3 indicates that the average 
travel time of all vehicles traveling in the system increased 
from 19.4 minutes to 34.7 minutes (a 94% increase).  In 
addition, the table 3 shows that the average speed of the 
vehicles traveling in the system decreased from 29.21 mph 
to 16.42 mph (a 44% decrease).

 Table 2.   Travel time results for just origin destination pairs that 
used the tunnel during the base scenario

Case
Total Packets 

Traveling between 
North & South sectors

Total Packet 
Travel Time 

(TT) Minutes

Average 
Packet TT 
Minutes

Base 27,437 1,386,208 54.5

Hacked 21,421 4,540,232 170.9

Table 3.   System average speeds for base and hacked tunnel 
scenarios from 30 simulation runs with varying random seed values

Travel Time Minutes Speed Miles Per Hour

Case Vehicle 
Trips

Average Standard 
Dev.

Average Standard 
Dev.

Base 1,140,545 19.4 2.811 29.21 4.397

Hacked 1,140,545 34.7 4.448 16.42 2.512

Tunnel Consequence Analysis

As one might expect, most southbound traffic that would 
normally have used the Tunnel A diverted to Tunnel B when 
Tunnel A closed.  Tunnel B is typically underutilized during 
all normal conditions, including the morning peak period.  
However, simulation tests showed that total vehicle volumes 
using the tunnel B remained under capacity during the AM 
peak period, even when traffic diverted from the tunnel with 
knowledge of the tunnel closing.  This was due to vehicles that 
normally use the tunnel B having already cleared the crossing 
before the arrival of rerouted vehicles from the tunnel.  The 
increase in vehicle volume significantly increased delays at 
already congested Southside bottlenecks.  

The travel time for vehicles that would be expected to use 
other roadways in the region increased by 97%.  Total delays 
at bottlenecks were so severe that they caused the average 
travel times for [all] regional commuters (not just those using 
affected routes) to nearly double from 19.4 to 34.7 minutes.   
Average travel times for commuters from the northern sector 
to the southern sector increased by 68%, from 54.5 to 170.9 
minutes.

An additional analysis of traffic conditions at tunnel B and a 
river bridge in the region was conducted to assess what might 
happen during the PM peak period.  In contrast to what was 
seen in the AM period, all commuters in the PM knew of the 
Tunnel A’s closure prior to starting their trips.  We expected 
that this would lead to more vehicles reaching the crossings at 
the same time, causing congestion that would not normally be 
present.  As forecast, the additional traffic leaving the southside 
caused already severe congestion for westbound travelers.  
Traffic volumes were higher than with Tunnel B’s availability, 
but remained below capacity with no queuing.  This was due 
to the extensive congestion at other bottlenecks slowing the 
rate at which vehicles reached the Tunnel B.

Results

The simulation runs performed used traffic volumes consistent 
with a typical weekday.  Congestion increases during 
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the summer tourist season with more than 30 thousand 
vacationers traveling to Southside and thousands of others 
traveling through the region.  Greater travel time delays might 
occur if a cyber attack happened during the peak summer 
tourist season.  Accidents and incidents were not considered 
in the study.  Commuters in any major urban area know 
how dramatically such events can increase travel.  Because 
the simulation runs did not take this into account, the travel 
time delays may be conservative.

The impact of ITS variable message signs, radio traffic 
reports, and traffic information systems components were not 
simulated.  Use of these systems to direct commuters to viable 
paths might have reduced some travel times.  However, as seen 
in a test scenario with Tunnel A closed, increasing the number 
of commuters who arrive at network choke points such as all 
water crossings at the same time may actually exacerbate the 
congestion problem and have an effect in direct opposition 
to that desired.

The tunnel scenario caused an increase in total regional travel 
time of 276,116 hours.  Considering only the hourly delay and 
assigning an average time value of $25 per hour provides an 
estimated cost of over $6.9 million.  The risk of this scenario 
in terms of regional travel time and cost is assessed as the 
likelihood of the scenario resulting in tunnel damage times 
the increase in regional travel time exceeded 100,000 hours 
and $3 million, not including tunnel damage costs.

Risk Avoidance and Mitigation

There are many ways to mitigate this attack at very low cost.  
At the beginning of our paper we stated that an important 
goal was awareness.  ICS engineers must know that simply 
not being connected to the Internet does not mean ones 
ICS is inoculated from cyber exploitations such as the one 
presented in this paper.  One low cost mitigation solution 
would be to place a computer offline to test USB drives for 
viruses or malware before putting them on machines to run 
patches.  Another mitigation strategy would be to adopt 
formal procedures for how updates are applied as well as 
policies on procurement of USB drives.  For instance, free 
USB drives from conferences are a known source of malware 
and honeypots.

Conclusion

This paper describes a modeled scenario to understand the risk 
from willful intrusion into ICS regarding the tunnel.  The cost 
impact is much less than kinetic attacks on the tunnel itself.  
However, the risk is still considerable at an expected value of 

105,878 hours in regional travel time increase and $2,645,839.  
Also, we did not consider the societal risk perception impact 
as it was beyond our scope.  The consequences of a tunnel 
cyber-attack scenario caused an increase in total regional travel 
time of 276,116 hours and an estimated cost of $6.9 million. 

Despite known vulnerabilities to ICS, many critical 
infrastructure owners and operators have not taken the 
steps to adequately protect their ICSs.   The scenario and 
simulated results show that physical separation of ICS 
and office communication networks is not sufficient cyber 
protection.   The tunnel scenario shows how unintentional 
human interaction with ICS and lack of understanding of the 
types of control system attack vectors available to adversaries 
remain vulnerable to external penetration or internal threats.  
The reality is most networks are connected at numerous 
uncontrolled points through simple things like roaming 
notebooks and back-up data servers.  Gaining access to a 
relatively unprotected network would be enough to allow an 
attacker to gain full control of the ICS in less than an hour, 
sometimes in minutes.
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An Overview of the Schedule Compliance Risk 
Assessment Methodology (SCRAM)
By Adrian Pitman, Elizabeth K. Clark, Bradford K. Clark, and Angela Tuffley

According to one documented report, seventy-eight percent 
of US Department of Defense Programs have experienced 
some form of schedule slippage [1].

Schedule slippage is a symptom of any number of problems 
or causes occurring on a project.  Examples include:

Optimistic, unrealistic estimates Conflicting views among 
stakeholders 

Evolving or unstable 
requirements 

Poor subcontractor 
performance

Use of immature technology Dependencies not realized 
and/or often not scheduled

Poor monitoring of changing 
workloads

Poor quality work leading to 
unanticipated 
or unplanned rework

Incurring Technical Debt with 
no plans to repay

Inadequate staffing 

Lack of adequate planning 
and preparation for System 
Integration

Artificially imposed deadlines

Poorly constructed schedules Lack of Technical Progression

Poor management 
communication 

Lower than estimated 
productivity

Schedule slippage is an unfortunate reality for many large development programs.  The 
Australian Defence Materiel Organisation Schedule Compliance Risk Assessment 
Methodology (SCRAM) provides a framework for identifying and communicating 

the root causes of schedule slippage and recommendations for going forward to Program 
and Executive-level management. It is based on a repeatable process that uses a root 
cause analysis of schedule slippage model to locate factors that impact program schedule 
along with a “health check” of the documented schedule, assessing its preparation and 
probability distribution of completion dates. SCRAM can be used at the commencement 
of a program to validate a proposed schedule and identify potential risks, during 
program execution as a “health check”, or as a diagnostic tool to identify root causes 
when schedule slippage occurs. To date, SCRAM has been applied to a number of major 
development acquisition programs in Australia and the United States.

Trying to identify root causes of schedule slippage is not always 
easy but is necessary if schedule slippage is to be remedied 
and managed. 

This paper introduces the Schedule Compliance Risk 
Assessment Methodology (SCRAM) used by the Australian 
Defence Materiel Organisation (DMO) to identify and 
quantify risk to schedule compliance. SCRAM is an 
assessment approach and product suite developed by the 
authors and funded by the Australian DMO to facilitate 
remediation of troubled acquisition projects.

This paper describes the Root Cause Analysis of Schedule 
Slippage (RCASS) model used in SCRAM. Next the 
techniques used in SCRAM to estimate the most likely 
schedule completion date are discussed; these include Monte 
Carlo Schedule Risk Analysis and Parametric Software 
Modeling. Finally the methodology for collecting, organizing 
and communicating information is briefly described.

RCASS Model
Schedule slippage is a symptom of overly optimistic 
planning or other problems that negatively impact progress. 
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SCRAM utilizes the Root 
Cause Analysis of Schedule 
Slippage (RCASS) model 
that organizes these problems 
i n t o  t e n  i n f o r m a t i o n 
categories. These categories 
and relationships are adapted 
from McGarry [2] and Boehm [3]. They have been further 
refined based on experience with a number of SCRAM 
assessments.

The RCASS model is shown in Figure 1. The forward 
direction of an arrow indicates that there is an effect of issues 
in one category upon another. All arrows eventually lead to 
the bottom of the figure and to the categories that are of 
main concern: Program Schedule & Duration and Project 
Execution. By uncovering issues in each category, it is possible 
to identify risks and problems to schedule compliance and 
the causes of delays.

Figure 1. RCASS Model

The following sections briefly describe each RCASS category 
and present some sample questions addressed by a SCRAM 
team; during a SCRAM assessment, the answers to these 
questions help to identify root causes of schedule slippage. A 
real-world example of an issue or problem in the category is 
also provided.

Stakeholders

Description: Issues in this category represent project 
turbulence and entropy caused by difficulties in synchronizing 
the project’s stakeholders. 

Questions: Who are the stakeholders? How do they interact 

on requirements clarification, technical problems, and tradeoff 
analysis? Are one or more stakeholders imposing unrealistic 
constraints on implementation solutions or acceptance testing? 

Example: One developer on a program described their 
stakeholders as being like a “100-headed hydra: nobody 
could say “yes” and anyone could say “no.”’ Stakeholder 
turbulence negatively impacts the ability to define a stable 
set of requirements.

Requirements

Description: Issues in this category represent the 
understanding and stability of the functional and non-
functional requirements, performance requirements, system 
constraints, standards, etc. used to define and bound what is 
to be developed.

Questions: Are all of the requirements defined and 
understood? Have the requirements been agreed to? Are 
there (Regulatory and Technical) standards that have to 
be implemented? Is there a mapping of requirements to 
development builds and production components? Are there 
technical performance requirements that are being tracked? 
Are the interfaces to other systems well understood? 

Example: One program misinterpreted a communication 
standard and discovered late in development an additional 
3000 message format requirements implied by that one 
standard. Needless to say, the program schedule slipped.

In Figure 1, the arrow from requirements to subcontractors 
represents the handing off of program requirements to 
subcontractors so as to reduce the workload for the prime 
contractor. The arrow to Workload means that requirements 
are the basis of workload estimation and that workload 
increases with volatility or poorly defined requirements. 
Programs are often plagued with the IKIWISI (I’ll Know It 
When I See It) approach to requirements definition and sign 
off which creates unplanned rework.

Subcontractor

Description: Issues in this category represent the subcontractor 
products or services that will be delivered as a part of the 
overall system. In Figure 1, the arrow from Subcontractor 
to Workload reflects additional work to correct poor quality 
products or handle late deliveries. Late products will cause 
other system components to be delayed having a ripple effect 
on workload and delivery schedules.

AN OVERVIEW OF THE SCHEDULE COMPLIANCE RISK ASSESSMENT 
METHODOLOGY (CONT.)

SCRAM is focused 
on identifying risks 
to compliance with 
a program schedule.
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Questions: Are there subcontractors involved? When are their 
deliverables needed? How is subcontracted work coordinated, 
integrated and accepted? Are subordinate schedules aligned 
and integrated in an integrated Master Schedule? Are system 
interfaces well enough defined for the subcontractor to deliver 
a product that works within the system?

Examples: One program had a subcontractor that claimed 
highly mature development processes. A visit to the 
subcontractor site revealed that developers were sidestepping 
processes in order to make deadlines incurring Technical Debt 
(defects). Another program had a subcontractor that was eight 
time zones away severely restricting coordination and virtual 
meetings that impacted schedule performance.

Pre-Existing Assets

Description: Issues in this category represent products 
developed independently of the project that will be used in 
the final product, i.e. an asset that reduces the amount of new 
work that has to be done on a project. In Figure 1, the arrow 
from assets to workload shows that incorrect assumptions about 
functional assets may impact the amount of work to be done.

Questions :  What COTS, MOTS, NDI, or GFE 

 products are being used on the program? Are they providing 
the required functionality and are they meeting hardware 
constraints? Are there legacy products being used and were 
they developed locally? Is the current product architecture 
defined and stable enough to evaluate and accept other pre-
existing products? Do existing interface definitions accurately 
describe the actual product interface? What level of assurance 
accompanies the product? How will unused function or 
features be managed?

Examples: A common program issue is the underperformance 
of pre-existing products, i.e. the legacy systems or COTS 
products do not work as advertised. Another common issue 
stems from underestimating the amount of code that must be 
written or modified in using a legacy product. One program 
reviewed planned to only modify 10% of a legacy system but 
by the end of the development phase, 50% of the system had 
been modified to satisfy requirements increasing the Workload 
dramatically. 

Workload

Description: Issues in this category represent the quantity 
of work to be done and provide a basis for estimating effort/
staffing and duration. Issues with requirements, subcontractor 
products, functional assets, and rework may negatively impact 
this category.

Questions: Is the scope of work well understood? Is the 
workload changing for any reason, e.g. changing requirements, 
unstable platform or unplanned rework? Is workload being 
transferred to a later build? Workload is different depending 
on the development life cycle phase. Has the amount of work 
to be done been quantified, e.g. number of requirements, 
hardware and software configuration items or test procedures 
to be developed?

Examples: Many programs underestimate the amount of 
software code to be written and the amount of documentation 
to be developed and reviewed.

Staffing and Resources

Description: Issues in this category represent the availability, 
capability and experience of the staff necessary to do the work 
as well as the availability and capacity of other resources, such 
as test and integration labs. The arrow in Figure 1 points from 
staffing and resource to schedule because issues in this category 
may negatively impact the amount of time needed (schedule) 
to do the ‘actual’ work.

Questions: Are the right people (with the right experience) 
working on the program and are there enough people to do 
the work? Is the work force stable or is there turnover? Are the 
key personnel qualified to lead their area of work? Programs 
often suffer staffing issues related to high turnover, especially 
among experienced staff; bringing more people onto the 
program late making things worse.

Example: An interesting example of a staffing issue on 
a program was that of the “star” software developer. This 
one person understood the most about how the software 
system worked. Even though he worked long hours, he was a 
bottleneck. He was so busy, he did not have time to respond 
to problems, train others or update design documentation.

Schedule and Duration

Description: This is a category of primary interest that is 
impacted by issues in the other categories. Issues in this 
category represent the task sequencing and calendar time 
needed to execute the workload by available staff and other 
resources (e.g. test labs).

Questions: What is the current schedule with respect to 
milestones, builds and phases? What are the dependencies, 
when are they due and are they linked into the schedule? 
What was the basis of estimates used to construct timelines, 
e.g. were analogous projects or parametric models used to 
estimate duration? Is there any contingency built into the 

AN OVERVIEW OF THE SCHEDULE COMPLIANCE RISK ASSESSMENT 
METHODOLOGY (CONT.)
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schedule or is it success oriented? What is the “health” of the 
current schedule?

Example: A typical behavior seen in programs that slip 
schedule is early milestones or deadlines are missed, new 
requirements are added, productivity is lower than estimated 
but schedule milestones do not change. Activities later in 
the development cycle then get their durations squeezed. A 
common remedy is to add more people late in the program 
to increase production. This typically slows down progress 
due to lack of familiarization and training and increases 
communication overhead among development teams.

Project Execution

Description: Issues in this category stem 
from problems in communicating the 
schedule and monitoring and controlling 
the execution of the project in accordance 
with the project schedule. As shown in 
Figure 1, the capability to execute a project 
schedule is impacted by the feasibility and “health” of the 
schedule itself as well as by the effectiveness with which the 
scheduled tasks are executed. In relation to the latter issue of 
effectiveness, experience from multiple SCRAM assessments 
has highlighted the need to focus on Technical Progression 
and System Integration.

Questions: When was the schedule base-lined? Is it being used 
as a communication, monitoring and control tool? Is there an 
integrated master schedule? How is progress being tracked? 
Does actual productivity match the estimated or planned 
productivity? Does everyone on the project have access to 
the schedule (at an appropriate level of detail)?  Are System 
Integration and Formal Test phases conducted as discrete 
activities with specific objective entry and exit criteria?  Is 
the system under development Technical Progression based 
on objective evidence of a maturing system and is the level 
of maturity commensurate with the resources and scheduled 
consumed?

Example: Generally, programs report schedule problems as 
they enter the System Integration and Test phase. Progress 
stalls as tests become blocked whilst issues with the system 
integration and test are resolved. This typically reflects a lack 
of adequate planning, grooming and qualification testing prior 
to conducting formal testing.

Rework and Technical Debt

Description: Issues in this category represent additional 
work caused by the discovery of defects in the product and/

or associated artefacts, as well as work that is deferred for 
short-term expediency (Technical Debt) and their resolution. 
Causes include rushing into development before requirements 
are fully understood, skipping inspections and verification 
testing due to lack of time, and deploying a product before 
the operating environment is ready. Technical Debt is often 
accrued with no plans to repay the debt until perhaps too 
late. The arrow in Figure 1 shows the disrupting impact that 
rework and technical debt has on workload.

Questions: Has the likely amount of rework been estimated 
and planned? Are the compounding consequences of incurring 
intentional Technical Debt identified and understood? 

Examples: Technical Debt is often incurred 
through the suspension of process (e.g. 
stop peer reviews to meet deadlines) and 
other process short-cuts. Rework is often 
underestimated, not planned or prioritised 
for correction.  

Management and Infrastructure

Description: This category impacts all of the above information 
categories. Issues in this category reflect the factors that impact 
the efficiency and effectiveness of getting work done, e.g. 
work environments and processes, use of management and 
technical software tools, management practices, etc. Efficiency 
is negatively impacted by a lack of tools, lack of facilities and 
burdensome security requirements. Effectiveness is negatively 
impacted by poor management practices such as in the areas 
of quality assurance, configuration management and process 
improvement.

Questions: Have the capacity requirements for the 
development system infrastructure (e.g. integration labs, 
network bandwidths etc.) been explicitly estimated based 
on an analysis of historical productivity and system under 
development operational performance needs? Is an active 
process improvement program in place that is driven by 
best practice assessment (e.g. CMMI)? Is the configuration 
management/change control system cycle time suitable 
to support development performance? Does the quality 
management system adequately support the program?  

Example: It is common for programs to have inadequate 
system integration and test facilities in terms of capacity and/or 
fidelity, e.g. simulators, emulators, and live environments.  On 
a major aircraft development program that involved very large 
size software development, it was found that the Configuration 
Change Management System could not keep pace with the 

Many programs fail to 
validate actual versus 
planned productivities.
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software defect notification and resolution process slowing 
down software release to systems integration.

Schedule Risk Assessment and Parametric 
Modeling

Schedule Risk Assessment:  During a SCRAM Review a 
schedule health check is performed to evaluate the quality of a 
schedule to determine its suitability for running a Monte Carlo 
simulation. The health check examines the construction and 
logic of the schedule under review and includes an analysis of 
the schedule work breakdown structure, logic, dependencies, 
constraints and schedule float.

A Monte Carlo analysis is then performed on the critical path 
and near critical path tasks and work packages in the schedule; 
an example of the output of this type of analysis is shown in 

Figure 2.  Tasks are allocated three-point estimates based on 
the assessed level of risk.  During a SCRAM assessment, risks 
and problems identified from each of the RCASS categories 
discussed above provide input into these probability estimates. 
The three-point estimate (pessimistic, optimistic, most likely) 
can be applied with either a generic risk multiplier (derived 
from past experience) across all like tasks or a risk factor based 
on a task-by-task risk assessment. 

The result of the Monte Carlo analysis is a distribution 
showing the percentage probability of achievement for any 
planned delivery date. If the planned program delivery is on 
the left side of the program completion distribution curve, 
there is cause for concern, depending on the degree of risk the 
stakeholders are prepared to accept. Projects should use the 
results of the analysis to develop mitigation plans to ensure 
that the risks don’t become reality.

AN OVERVIEW OF THE SCHEDULE COMPLIANCE RISK ASSESSMENT 
METHODOLOGY (CONT.)

Figure 2. Monte Carlo Schedule Analysis

Another consideration of a SCRAM schedule health check 
is the allocation of schedule contingency. Some contingency 
is recommended for the inevitable rework. It is important 
to have some schedule contingency distributed throughout 
the schedule accompanying the higher risk tasks instead of a 
cumulative buffer at the end of the schedule before delivery 
or held as management reserve.  This will allow some slippage 
to occur during development without disrupting subsequent 
successor task(s) scheduling.

Software Parametric Modeling:  SCRAM can be applied at 
any point during the system engineering or project lifecycle. 
For the software development elements of a program, a 

schedule forecast tool is used to assess existing schedule 
estimates. SCRAM includes this forecasting activity because 
software is a common schedule driver for complex systems 
and software durations are almost always optimistic. While 
SCRAM is not dedicated to a specific forecasting tool, the 
preference is to use a tool that uses objective software metric 
data ‘actuals’ that reflect the development organization’s 
current performance or productivity. 

The inputs to the model are size (usually estimated source lines 
of code and actual code complete to date), major milestones 
planned and completed, staffing planned and actual, and 
defects discovered.
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Figure 3 below shows a typical output from a modeling tool.

SCRAM reviews produces three types of outputs:

1. Identification and quantification of Schedule Compliance 
Risks (this includes identification of significant schedule 
drivers, root causes of existing slippage, risks to schedule 
and the potential impact on Program objectives)

2. The “health” of the current program and schedule
3. Recommendations for going forward

Figure 3. Parametric Modeling

SCRAM Methodology.
SCRAM has been used to find the root causes of schedule 
slippage and recommend improvements on programs that 
have experienced multiple or protracted schedule overruns. 
Moreover, SCRAM has proven extremely valuable in 
communicating schedule status and root causes of slippage 
to senior executives.  Several recent SCRAM assessments 
found that schedule slippage was, in part, due to factors 
outside of the program’s control.  Once aware of these 
factors, executive management 
was able to bring about changes 
to facilitate resolution.  Examples 
include late requirements levied by 
a senior external stakeholder and 
competition for operational assets 
that were required for system test on 
another program. Other examples 
were provided in each RCASS 
category discussed above.

In addition to using SCRAM once a 
program is experiencing problems, 
SCRAM provides a methodology 
for conducting an independent 
review of risk to program schedule.  Figure 4. SCRAM Assessment Process Overview
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In the DMO a SCRAM assessment is conducted by a small 
team of highly experienced system and software engineering 
subject matter experts along with a schedule specialist, 
(someone who knows how to operate the project’s scheduling 
tool and who is an expert in schedule preparation and 
construction).  

There are seven key principles for this review methodology:

Minimal Disruption: Program information is collected one 
person at a time in an interview that usually lasts no more 
than one hour.

Rapid turn-around: For major programs a SCRAM team 
typically spends one week on-site gathering information and 
data.  A second week is spent consolidating, 
corroborating, analyzing and modeling 
the data culminating with an executive 
presentation on the results. The RCASS 
model is used to structure the presentation 
to show the interrelationships (causes 
and effects). Finally, a written report is 
provided by the end of the fourth week.

Independence: Review team members are organizationally 
independent of the program under review.

Non-Advocate: All significant issues and concerns are 
considered and reported regardless of source or origin.  The 

review does not favor the stakeholder, customer, end-user, 
acquisition office, or developer.

Non-Attribution: None of the information obtained on an 
assessment is attributed to any individual.  The focus is on 
identifying and mitigating risks to schedule.

Corroboration of Evidence: The findings and observations 
of the review that are reported are based on at least two 
independent sources of corroboration.

Openness and Transparency: For the Monte Carlo analysis or 
software parametric analysis component of a SCRAM review, 
the developer is invited to assist in resolving data anomalies, 
witness the analysis process and challenge model results. 

This transparency (no surprises) builds 
cooperation, trust and confidence in the 
schedule forecast. However the SCRAM 
Team is the final arbiter.

Interviews are conducted with key 
personnel, both acquisition office and 
developer, and the review questions are 
structured around RCASS categories. 

Interview comments are captured then tagged to the relevant 
RCASS category. The review includes the examination of 
program development plans, management and product 
artifacts, risk databases and the schedule health check discussed 
earlier.

AN OVERVIEW OF THE SCHEDULE COMPLIANCE RISK ASSESSMENT 
METHODOLOGY (CONT.)

Every activity has a 
stakeholder, a need, work 
to be done, people to do 

the work, and a timeframe.
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Figure 5. System Life Cycle Activities
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As previously stated SCRAM can be applied to any major 
system engineering activity on a program (Figure 5). All 
of these activities have stakeholders, tools and facilities, 
requirements to be accomplished, possible help from 
subcontractors, a defined amount of work to be done, quality 
standards, staff to do the work, a timeframe to accomplish the 
work, and processes and infrastructure to support the work. 

Elements of the SCRAM Product Suite

Apart from the RCASS Model described in this paper, 
additional elements of the SCRAM Product Suite include:

• An ISO 15504 [4] compliant Process Reference / 
Assessment Model (PR/AM) for SCRAM (Relates 
processes and best practices to the relevant RCASS 
category)

• SCRAM PR/AM Model and Assessor Training Courses
• SCRAM Assessor Guidebook

The PR/AM is available for download from www.scramsite.
org. Additional details about SCRAM can also be found at 
this website

SCRAM Application

There are three potential areas of SCRAM application:

Pro-Active SCRAM or P-SCRAM: Conducted at or 
immediately prior to or shortly after Contract (e.g. at 
Integrated Baseline Review) to ensure the systemic issues 
covered by SCRAM are avoided.

Monitor SCRAM or M-SCRAM: Conducted at regular 
intervals to monitor all categories for status and new risks, i.e. 
provide program health checks to support appropriate gate 
or progress reviews.

Diagnostic SCR AM or D-SCR AM: Conducted on 
challenged programs or programs of concern.  The 
methodology is used to assess the likelihood of schedule 
compliance and identify root causes of schedule slippage. 
Recommendations are made to remediate or mitigate the 
issues and risks respectively.
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LTE is designed with strong cryptographic techniques, mutual 
authentication between LTE network elements with security 
mechanisms built into its architecture. However, trusted 
industry organisations have identified security vulnerabilities 
that should be assessed by virtue of network deployment. 
With the emergence of the open, all IP based, distributed 
architecture of LTE, attackers can target mobile devices and 
networks with spam, eavesdropping, malware, IP-spoofing, 
data and service theft, DDoS attacks and numerous other 
variants of cyber-attacks and crimes. MNOs are focused on 
increasing business profitability by 4G deployments, and are 
the first point of contact, for subscribers in the event of security 
or privacy breaches. To protect profit dollars from being spent 
on recovery and remediation from security breaches, MNOs 
should keep abreast of prevalent security risks in both LTE 
and IP, the evolving security threatscape and actively invest 
in preventative security measures. 

This paper provides an overview of security threats/risks and 
preventative measures recommended for MNOs by network 
segment in the 4G LTE architecture. The paper does not 

present a comprehensive review of all possible security threats 
and does not address detection or recovery measures. The paper 
assumes that the reader has basic knowledge of LTE architecture, 
operations and common security threats and attacks.

Background

Technically 4G LTE is a boon for MNOs. Broadband capable, 
LTE is designed to support up to 300 Mbps peak downlink 
and peak uplink of 75Mbps. LTE specifications include an all 
IP network including support for IPv6, flat architecture with 
fewer network elements, spectral efficiency, low latency as well 
as backward compatibility with existing wireless technologies. 

Financially, the impact of LTE deployment restores 
profitability to the MNO, by re-establishing costs below 
revenues. The current growth trend in data traffic is getting 
progressively unprofitable for MNOs on the legacy 2G/3G 
networks [1] . LTE operators benefit from improved cost 
efficiencies, both capex and opex, while dramatically increasing 
service performance for the subscriber.

 

4G LTE Security for Mobile Network Operators
By Daksha Bhasker

M obile network operators (MNOs) must grapple with complex security 

management in fourth generation Long Term Evolution (4G LTE) deployments. 

The security architecture of 4G LTE may lull MNOs into a sense of complacence 

that the technology intrinsically addresses security in LTE operations. 4G LTE has known 

security vulnerabilities.  Besides inherent LTE vulnerabilities, 4G LTE includes long standing 

internet protocol (IP) based security weaknesses. The third generation partnership project 

(3GPP) has included security in their system architecture evolution (SAE) from inception, 

yet there are numerous security considerations deferred to the MNO. In terms of 

service delivery and operations MNOs are left to manage both LTE and IP based security 

vulnerabilities. This leads to complex security management requirements for MNOs. This 

paper covers a broad sweep of security issues that MNOs should consider when operating 

4G LTE networks, and proposes directional preventative measures with the objective of 

highlighting the critical role MNOs have to play in securing 4G LTE operations.

Journal of Cyber Security and Information Systems 1-4 October 2013: Understanding Cyber Risks and Security Management20



It is evident, that profitability and competitive pressures will 
force the transition to LTE definitively for operators. Figure 
1 [1] 

4G LTE architecture was developed by 3GPP taking into 
consideration security principles right from its inception and 
design based on five security feature groups [2]. 

(i)      Network access security, to provide a secure access to 
the service by the user.

(ii)   Network domain security, to protect the network 
elements and secure the signalling and user data 
exchange.

(iii)  User domain security, to control the secure access to 
mobile stations 

(iv)  Application domain security, to establish secure 
communications over the application layer 

(v)   Visibility and configuration of security, bring the 
opportunity for the user to check if the security 
features are in operation. 

However, in reviewing the 4G LTE architecture, the 3GPP, 
next generation mobile network (NGMN) alliance and 
international telecommunications union (ITU) have identified 
security vulnerabilities and recommended mitigation 
strategies. Consideration and implementation of these security 
enhancing measures are discretionary to the many LTE 
stakeholders including MNOs. As a result, the security of LTE 
networks and services will vary widely between MNOs, subject 
to the MNOs knowledge of security risks and impacts, the 
MNOs risk appetite and wallet size among other factors. Speed 

to market, tight budgets, profit targets, concerns with network 
performance, business models, network interoperability, 
regional regulations and business priorities lead to further 
inconsistencies in security implementation amongst MNOs. 

At the fundamental level, the LTE ecosystem (Figure 
2) comprises of MNOs, LTE subscribers, LTE device 
manufacturers and service providers (SP) offering content, 
applications and other IP based services [3] [4] [5].

Figure 2:  LTE ecosystem 2013 [3] [4] [5]
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Figure 1: Impact of LTE deployment
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As a result, MNOs need to contend with security vulnerabilities, 
brought about not only by interconnections with other 
MNOs but also the varying security standards of 821 ODM/
OEM LTE devices, unsecured behaviours of 68.33 million 
subscribers and the security weakness of numerous third party 
applications and services [3]. With such a large inter meshed 
growing milieu, and considering that cyber-attackers are 
poised to target mobile networks, security management in 4G 
LTE operations is a critical and complex challenge for MNOs. 

The fragmented, disparate deployment of security in LTE 
networks will bring the overall security level down from 
the perspective of subscriber experience to the lowest 
common denominator, exposing subscribers, MNOs and 
service providers to security and privacy vulnerabilities. This 
heightened exposure to security threats in LTE networks 

through open architectures with multiple interconnections, 
has the potential to cause the MNO, business and financial 
losses, as well as a tarnished reputation. 

With the objective of highlighting the significant role MNOs 
have to play in the securing LTE networks, operations and 
service, the following sections review some of the key known 
security threats and offers preventative measures. 

Overarching Security risks in 4G LTE

For purposes of this paper, the 4G LTE architecture model 
has been divided into the following network segments: 
user equipment (UE), Access, Evolved Packet Core (EPC)/
Transport and Service network (Figure 3).

IMS

4G LTE SECURITY FOR MOBILE NETWORK OPERATORS (CONT.)

Figure 3: Basic LTE/SAE architecture

Key security threats/risks:

• Distributed network and open architecture
• Complex business models (IS/Service sharing)
• Decentralised accountability for security
• Minimising security spend

Distributed network & open Architecture: 4G LTE 
architecture brings with it an end to physically segregated 
networks owned and operated by a single MNO and the 

security that came with it. With legacy technologies, operators 
could enforce security policies on their own infrastructure, 
secure their perimeter and be reasonably confident that a 
subscriber while on their platform was protected. 4G LTE is 
an all IP based end to end deployment where seamless roaming 
with service continuity is offered to the end user. As a result, 
the MNO entrants to the LTE market, share security risks 
and threats as their respective infrastructures and services are 
now interconnected into one aggregated service providing 
network. Distributed network and open architectures enables 
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through open architectures with multiple interconnections, 
has the potential to cause the MNO, business and financial 
losses, as well as a tarnished reputation. 

With the objective of highlighting the significant role MNOs 
have to play in the securing LTE networks, operations and 
service, the following sections review some of the key known 
security threats and offers preventative measures. 

Overarching Security risks in 4G LTE

For purposes of this paper, the 4G LTE architecture model 
has been divided into the following network segments: 
user equipment (UE), Access, Evolved Packet Core (EPC)/
Transport and Service network (Figure 3).

IMS

weak security configurations on one device or interface provide 
the entry point to attackers looking to compromise the LTE 
network. 

Complex business models with infrastructure (IS) and 
service sharing: LTE offers network sharing capabilities 
that present new business models for MNOs. Service could 
be offered to end customers by a virtual network operator, 
where one MNO owns the E-UTRAN while a different one 
owns the MMEs. Cost benefits will lead MNOs into various 
models of active infrastructure sharing arrangements with new 
revenue sharing business models. An example of such network 
sharing is the joint venture of rival Swedish operators Telenor 
and Tele2 called Net4Mobility where the radio network and 
certain part of the access network are shared. Ovum forecasts 
that by 2015, 30% of all LTE networks will involve some form 
of active network sharing [6] indicating that complex business 
models with LTE deployment are here to stay. These types 
of LTE arrangements bring with it challenges with ensuring 
consistent security configurations and security management 
across such virtual network operators. Multiple MNOs with 
varying security controls and standards interconnecting with 
shared pools of network elements pose a threat to security 
levels.

Decentralised accountability: MNOs wishing to present 
universal end to end security levels to subscribers will find 
it problematic that a single MNO does not have unilateral 
decision control over security parameters of the LTE networks 
and operations. For instance, security standards will vary with 
global roaming or choice of application, based on the security 
settings of the application service provider. This decentralised 
accountability and lack of overall control on security of the 
LTE service experience will be exacerbated as hosted and cloud 
services penetrate the marketplace creating new and complex 
operating models.

Minimising security spend: LTE operators are quickly 
deterred by the millions of dollars required for a full IPSec 
rollout alongside other security infrastructure deployments 
and look to cut corners and launch to market with the 
minimum requirements to provide service. There is significant 
disparity between network designs of large operators and 
smaller operators with limited resources. With LTE the 
interconnectedness of the network brings the security level 
of the overall architecture to the level of the least common 
denominator, lowering security thresholds.

Preventative measures:

• Interoperability standards
• Strong partner agreement
• Security audits with remediation commitments 
• Security Budget

Interoperability standards: As legacy network architectures 
have been closed, interoperability with MNO peers were 
founded on implicit underlying trust, that each MNO 
would secure their own networks. With subscribers roaming 
on the LTE ecosystem, and the interconnectedness of 
legacy platforms, trusted and untrusted networks, it is 
imperative that MNOs set out interoperability standards 
and configurations to ensure the MNOs service, network 
and service promise to the subscriber is not compromised. 
For example encryption, latency or quality of service (QoS) 
specifications should be set out between peer operators in 
order to enable contiguous security and service levels.

Strong partner agreements: MNOs should set out security 
standards, policies including configuration requirements 
within their partner and peering arrangements. These 
agreements should particularly set out implementation of 
security infrastructure and configuration such as security 
gateways, security protocols, subscriber security parameters 
in vertical hand offs, QoS, key management, authentication, 
encryption, confidentiality and privacy policies. In addition, 
MNO’s should ensure that the set security measures are 
cascaded down to relevant 3rd party agreements, partner 
MNO’s may enter into. 

Audits: Regular third party audits of partners should be set 
out in agreements to verify and enforce required security 
standards, policies and practices allowing for remediation 
and hardening as identified, in advance of potential security 
attacks.

Security Budgets: MNOs should allocate funds for security 
infrastructure and operations in their LTE deployment to 
ensure they meet their business objectives while minimising 
risks to levels acceptable to the MNO. The MNO must keep 
in mind legal and regulatory requirements for security and 
privacy while building out LTE networks and plan fund 
allocation accordingly. Since inadequate security measures 
have the potential to damage the MNOs business, it is prudent 
for the MNO to give security investment due consideration 
and priority.
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User Equipment (UE)
UEs are the subscriber entry points into the LTE network and 
are perhaps the weakest element on the LTE architecture as the 
MNO has least control over its security parameters. In context, 
UEs can be the gateway for various security vulnerabilities 
into the LTE service.

Key Security threats/risks:

• Physical attacks
• Risk of data loss, privacy
• Lack of security standards & controls on UEs
• Application layer: virus, malware, phishing

Physical attacks:  Smart devices are small and portable and 
are inherently prone to loss and theft. A smart device or UE 
can be physically tampered with and used to access and attack 
the operator’s networks. Subscribers jailbreaking smart devices 
(hardware or software) compromises the manufacturer’s 
security settings on the device. The increased intelligence 
and processing capability of the LTE UE proportionately 
elevates the sophistication of the possible cyber-attacks from 
the UE.  For example, smartphone zombies could be set up 
to continuously dial numbers and hang up, using up valuable 
radio resources in the cell that will eventually adversely affect 
network performance. [7]

Risk of data loss, privacy: Due to broadband data capabilities, 
LTE UEs will store more data on the UE than ever before 
making them attractive targets for attackers. Deloitte reports 
that 90% of user passwords on LTE devices are vulnerable 
to hacking in a matter of seconds [8]. Once an attacker can 
access user data, the subscriber can then become a victim of an 
array of crimes from identity theft, loss of financial or sensitive 
personal information, to violation of privacy. 

Lack of security standards & controls: A plethora of smart 
phones, tablets and other 4G LTE devices from numerous 
manufacturers, with disparate, open and proprietary 
operating systems (OS) and software, will roam the LTE 
network. Further, most UEs lack security management tools. 
MNOs opting to allow unsecured devices to connect to their 
network provide an entry point for attackers. MNOs in the 
legacy architecture, limited the selection of ODM/OEM 
devices connecting to their networks, setting basic security 
parameters on the chosen UEs. However with the ubiquitous 
nature of LTE, profit seeking MNOs will move towards 
inclusion of most UEs from a global subscriber base adopting 
a permissive, inclusive approach. This brings a weakened 
security configuration at the LTE edge.

Application vulnerabilities: Since UEs on LTE are essentially 
IP devices, they are now susceptible to IP based vulnerabilities 
and attacks. Subscribers who indiscriminately download 
applications and content expose the UE to viruses, malware, 
spam, phishing and similar threats that compromise the 
integrity of the device, bandwidth usage on the MNO network, 
security of the LTE edge and the subscriber. According to 
McAfee there was a 4000% increase in mobile malware year 
over year in 2012 over 2011to just under 37,000 variants 
[9]. In alignment, attacks on applications on LTE devices are 
expected to rise. With bandwidth rich applications such as 
mobile banking, mCommerce and trading, attackers will find 
vulnerabilities in mobile financial applications attractive targets.

Preventative measures:

• Subscriber education
• Antivirus
• Industry security standards & controls on UE
• Strong authentication, authorisation, OS encryption  

Subscriber Education: Subscriber education is the most 
effective approach to protecting the UE. Informing the user 
about the risks of damage from unsecure devices will motivate 
users to keep the UEs physically safe. Informed users can 
turn off the geo-location features on their devices to protect 
the privacy of their physical location. MNOs can further 
emphasize this by transferring accountability for mischief 
initiated from the UE, and responsibility to protect the UE, 
to the subscriber via user agreements and associated penalties. 

Anti-Virus: UEs like personal computers (PC) are susceptible 
to viruses, malware and social engineering attacks. Anti-virus 
programs protect devices from a vast set of virus, malware, 
spyware and other cyber threats and are constantly updated by 
vendors. Anti-virus, anti-malware software should be installed 
on UEs and kept up to date as a basic protection mechanism 
for the device.

Strong authentication, authorisation, encryption:  UEs 
should have strong authentication mechanisms to verify users 
accessing the UE. Subscribers should set up strong passphrases 
on UEs. As a result attackers will no longer have immediate 
access to the data on the device, even if the device is physically 
in their possession.  Authorisation grants or denies access to 
resources. The UE can be set up with different access privileges 
for a user and an administrator. This will offer the UE another 
layer of access protection. Further, LTE users should be advised 
to choose devices with OS encryption, remote wipe capabilities, 
as well opt for encryption of data stored on the device. 

4G LTE SECURITY FOR MOBILE NETWORK OPERATORS (CONT.)
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Industry security standards and controls: With over 97 
manufacturers and 821 UEs accessing the MNO networks 
[3], MNOs should continue to work through global operators’ 
consortiums with manufacturers to establish firm security 
standards and controls on smart devices, align on default 
security settings on UEs, security management tools and share 
the burden of educating subscribers on the use of security 
features on the UE to protect both themselves and the MNO.

Access

Figure 3, depicts the access as the EUTRAN, and the 
interconnection between the UE and the EUTRAN. 

Key Security threats/risks:

• Physical attacks
• Rogue eNodeBs
• Eavesdropping, Redirection, MitM attacks, DoS
• Privacy

Physical Attacks: Increased demands for LTE bandwidth 
and footprint in densely populated areas have given rise to 
smaller cell sites, installation of eNodeB’s in public locations 
(such as shopping malls, utility poles), introduction of 
femtocells and installation of less expensive HeNBs on the 
LTE edge. eNodeB’s in public location are vulnerable to 
physical tampering allowing for unauthorised access to the 
network as MNOs do not tend to invest in securing these 
smaller access points. 

Rogue eNodeBs: Unlike legacy base stations, smaller LTE 
eNodeB’s are not cost prohibitive. Being accessible, attackers 
attempt to introduce rogue eNodeB’s into the LTE network. 
Rogue eNodeB’s can impersonate the operator’s node, and 
intercept voice and data transmission from the UE.  The 
attacker can then passively eavesdrop or redirect user traffic 
to a different network. 

Eavesdropping, Man in the middle attack (MitM): 
Attackers can take advantage of a known weakness in LTE 
wherein the user identity transference occurs unencrypted, in 
clear text between the UE and the eNodeB, during the initial 
attach procedure [10] [11]. This allows an eavesdropper to 
track the user cell-location or launch a man in the middle 
attack by user international mobile subscriber identifier 
(IMSI) impersonation and relay of user messages. [10] [11]

Privacy: Privacy threats have been exposed by Arapinis et al. 
where attackers can utilise paging procedures to locate phones 

by injecting paging requests multiple times and correlating the 
gathered temporary identity (TMSI) of the phone with the 
paged permanent identity IMSI [12]. Attackers can further 
replay the intercepted authentication request and determine 
the presence of a specific phone in a certain location. When the 
UE receives a replay of an intercepted authentication request 
it will send a synchronisation failure request. This attack has 
the potential to enable location tracking thus compromising 
privacy and security. 

Preventative measures:

• Physical security
• Authentication, authorization, encryption
• Network monitoring, IPS systems
• Security Architecture

Physical security: MNOs can begin by being aware of security 
exposure as a result of leaving HeNB’s physically accessible and 
vulnerable in public locations and doing their best to secure 
such sites.  In areas where attackers could tamper with the 
device implementing access control lists or alternate access and 
identification measures on the HeNB would deter attackers.

Authentication, Authorisation, Encryption: 3GPP specifies 
access security in TS 33.203 which includes authentication 
related mechanisms and traffic protection between the UE 
and core networks. Strong encryption in the attach phase 
and UE authentication to the eNodeB will deter both rogue 
elements and man in the middle attacks. Adopting public key 
infrastructure (PKI) with the public key of the MNO being 
stored in the USIM allowing the UE to encrypt privacy related 
information such as the IMSI transmitted to the eNodeB will 
enable confidentiality [12]. Encryption should be implemented 
between the UE and eNodeB to thwart attackers leveraging 
IMSI paging and location identification vulnerabilities thus 
protecting subscriber privacy [12] and security.

Network monitoring:  Wireless Intrusion prevention and 
wireless intrusion detection systems may be used towards rogue 
eNodeB detection and network security. It is recommended 
that MNO’s monitor their access networks real time for rogue 
access points and wireless attack tools, to identify attacks 
quickly, minimising impacts [13]. 

Security Architecture: With volumes of data on LTE rising 
exponentially, MNOs are further faced with the challenge of 
managing bandwidth overhead allocated to security measures 
such as authentication and encryption without adversely 
affecting latency and QoS of user data traffic transmission. 
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MNOs are best to consider security upfront in the network 
design phase and architect scalable networks enabling security 
operations in LTE networks.

Evolved Packet Core (EPC)/Transport

The EPC (Figure 3) is the core of the LTE network that 
manages user authentication, access authorisation and 
accounting (AAA), IP address allocation, mobility related 
signalling, charging, QoS and security.  

Key Security threats/risks:

• Unauthorised access
• DoS and DDoS attacks
• Overbilling attacks (IP address hijacking, IP spoofing)

Unauthorised access: MNOs must interconnect their 
authentication systems to allow subscribers to access the 
internet even when roaming. Untrusted roaming devices 
need to connect to the MNOs’ LTE network to enable service 
continuity while roaming. The network operator remains 
responsible for the security of the data that has traversed the 
access securely entering the network core. Unless specifically 
designed by the MNO and security protocols enabled, (IPSec, 
IKE, EAP/TLS), neither the control traffic nor the data traffic 
is encrypted nor integrity protected between the EUTRAN 
and the EPC [14]. This leaves the traffic vulnerable to listening 
or modification should this segment of the network be hacked 
into or an attacker gain unauthorised access. 

DoS and DDoS attacks:  In January 2012, NTT DoCoMo 
experienced a signalling flood caused by a VoIP application 
running on Android phones that disrupted network access 
leaving 2.5 million subscribers out of service for over four 
hours. [15] According to Nokia, the signalling requirements 
between the EUTRAN and the EPC in the 4G architecture 
is about 40% higher per LTE subscriber than 3G networks.  
Since the LTE architecture is flat, all the signalling traffic 
generated at the EUTRAN flows to the MME. If the signalling 
load either benign or malicious exceeds the provisioned 
capacity of the MME, then service may be compromised. 
This in essence, is a vulnerability that can be targeted for 
DoS attacks

Overbilling attacks (IP address hijacking, IP spoofing): 
The all IP network bring with it IP related security threats 
such as IP address hijacking, spoofing, packet injection and 
the like into the LTE networks.  An attacker can hijack the 
IP address of a legal subscriber when the IP address in being 

returned to the IP pool and take control of it. The attacker then 
utilises the LTE data services at the expense of the subscriber 
[16]. Alternately when an IP address is reassigned to another 
subscriber overbilling attack can occur. [16]

Preventative measures:

• Security Architecture: VPNs, VLANs
• Encryption, IKE/ IPSec
• Network monitoring, management and load balancing

Security Architecture: In order to address IP based 
vulnerabilities 3GPP recommends the use of IPSec [17]. The 
final deployment decision to apply IPSec to either control 
traffic, user traffic or both resides with the MNO. The next 
generation mobile network alliance (NGMN) recommends 
the use of VPNs to secure transmission in the core [14]. As 
well, the use of VLANs for network and traffic segregation as 
a security measure is suggested. This would isolate signalling 
traffic to specific network zones or paths as defined by the 
VLAN [14] [18]. These measures would limit damage done 
by attackers by unauthorised access, eavesdropping, spoofing 
and other attacks.

Encryption IKE/IPSec: 3GPP recommend the inclusion of 
IKE/IPSec for authorization, authentication, integrity and 
confidentiality protection. [17]. Both the aforementioned 
measures will offer a certain degrees of protection against IP 
based attacks and can deter overbilling attacks.

Network monitoring, management: MNOs are advised 
to monitor networks for suspicious activity. The novelty 
with LTE is that operators need not only be concerned 
about protecting their own networks but also reach 
agreements with neighbouring cell operators and partners 
at interconnection points on configuration management, 
performance management, fault management and security 
management at the edge and in the core.

Load balancing: Operators must protect their networks 
from signal surges directed at any of the elements of the EPC. 
Policies, shaping, and prioritisation of traffic volumes should 
be used to prevent overload. These would help reduce effects 
of attempted DoS/DDoS attacks. The operator may consider 
conducting a hop by hop analysis between network elements 
to ensure security between elements. Deployment of security 
gateways, firewalls, IDS and IPS are recommended by many 
infrastructure vendors.

4G LTE SECURITY FOR MOBILE NETWORK OPERATORS (CONT.)
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Service Network

(Figure 3)  According to 3GPP, IP multimedia subsystem (IMS) is 
a way of delivering multimedia (voice, video, data etc.) regardless 
of the access type, service provider or the user device used in LTE 
architecture [19]. Security management in IMS is particularly 
important as it has implications to QoS, charging, billing and 
enabling of applications.

Key Security threats/risks:

• Unauthorised access
• Service abuse attacks, Theft of service
• Network snoop, session hijacking

Unauthorised access: The open and distributed architecture 
of IMS creates a multitude of distribution points that must be 
secured. IP peering between service providers with diverse service 
offering and varying security standards are often in semi-trusted 
zones that can make the IMS core vulnerable. Large volumes 
of multimedia traffic need reliable protection mechanisms 
from attacks from the internet across multiple technological 
ecosystems.

Service abuse attacks, theft of service:  Service abuse and 
theft of service represent compromised subscriber service and 
loss of revenues to the MNO. Service abuse is achieved by the 
subscriber gaining more privilege to services than those allocated 
to the user. An attacker can access the IMS with a compromised 
UE. One of the ways theft of service is achieved is by the UE not 
releasing the established media stream between a UE and IMS 
core after a Bye request has been sent to a call session control 
function (CSCF).  This leads the CSCF to stop accounting for 
the session while the user or attacker continues to stay connected 
to the media stream [20].

Network snoop breaches confidentiality where the attacker 
intercepts information flow between two users in a SIP session. 
Without network protection, attackers can use tools like 
Wireshark to capture SIP signalling [20].  Session hijacking 
involves the attacker inserting malicious packets, substituting 
traffic and breaching integrity, impacting QoS and service. 

Preventative measures:

• Border Security
• Strong authentication
• Enable security protocols
• Implement Security Gateways

Border security: The IMS needs to have network to network 
border security to protect from unauthorised access via other 
networks. Roaming subscribers will access the IMS via the 
internet and this untrusted entry point, needs to be particularly 
protected. MNOs must secure and control their network borders 
and invest in security infrastructure such as firewalls, packet 
filtering, address translation, VPN and encryption capabilities 
between peering networks.

Strong authentication: MNOs should implementation strong 
authentication between the UE and IMS networks, as well use 
security gateways (SEG) to ensure confidentiality of data between 
client and IMS network. The networks must be configured such 
that the UE is routed to the correct SEG before connecting to 
the IMS network and ensure IPSec is enabled from the UE 
for transmission through the internet to the IMS. [21] IPSec 
provides confidentiality, integrity, data origin authentication 
and protection against replay.  

Enable security protocols: Security protocols offer protection 
at various layers such as secure socket layer (SSL)/Transport layer 
security (TLS) and datagram TLS (DTLS) [20]. Network snoop 
can be prevented by encryption of SIP signalling. The MNO 
must design networks to allow stable operations with security 
protocols enabled. These protocols allow for secure connections 
and transmission of data between the UE and the IMS service. 

Security Gateways:  Since the premise of IMS is to create a 
single platform across multiple providers, security management 
goes beyond just traditional firewalls and routers, as multiple 
sessions are active, requiring various levels of QoS, policy 
enforcement, authentication and encryption. It is recommended 
that MNOs invest in scalable security infrastructure and security 
gateways to manage the complexity.

Conclusion

Despite the fact that 4G LTE architecture has a strong security 
framework developed by the 3GPP, MNOs have an essential 
role in security management of LTE networks through design, 
deployment and operations. MNOs cannot be complacent about 
LTE security and need to actively protect the multiple entry points 
into the LTE network (Figure 4).  4G LTE brings with it increased 
complexity in security management for the MNO, however, with 
proper diligence MNOs can minimise the impacts of various 
security threats. It is well known that security is a moving target 
that needs continuous attention and investment to keep abreast of 
the changing threatscape. Security is an integral part of the business 
lifecycle of MNOs and will continue to remains as such with the 
adoption of 4G LTE services and technologies. 
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